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چکیده: افزایش روزافزون نظرات کاربران در مورد محصول یا رخداد خاص در فضای مجازی، منجر به بروز زمینه تحقیقاتی عقیده­کاوی شده است که کاربردهای زیادی در اقتصاد، سیاست، پزشکی و غیره دارد. هدف عقیده­کاوی، تحلیل خودکار نظرات کاربران است و از کاربردهای مهم آن، تحلیل خودکار نظرات کاربران در مورد کارایی و اثرات جانبی داروها است. عقیده کاوی با استفاده از روش­های یادگیری ماشین بسیار مورد توجه قرار گرفته است و تمرکز اکثر پژوهش­ها روی یادگیری ماشین نظارتی است. از روش های رو به رشد در یادگیری ماشین، روش یادگیری چندنمونه­ای (MIL) است که نیاز به داده­های برچسب­دار کمتری در مقایسه با روش­های باناظر دارد. درMIL، داده ها در کیسه هایی گروه بندی شده و در فرایند آموزش از برچسب کیسه به جای برچسب هر نمونه برای یادگیری استفاده می­شود. هدف این پژوهش بررسی نتیجه­ی اعمال روش­های یادگیری چندنمونه­ای روی نظرات مرتبط با داروها است. در این مقاله ابتدا، بردار فرکانس کلمات-معکوس فرکانس سند از نظرات استخراج شده و سپس، روش توسعه یافته­ی ماشین بردار پشتیبان استاندارد برای یادگیری چندنمونه­ای جهت پیش­بینی مثبت یا منفی بودن نظرات مرتبط با دارو اعمال می­شود. ارزیابی های انجام شده روی مجموعه استاندارد Drug، بر اساس معیارهایF1 و دقت، کارایی روش پیشنهادی را در مقایسه با روش استاندارد ماشین بردار پشتیبان تایید می­کند.

**کلید واژه‌ها:** عقیده‌کاوی، نظرات مرتبط با دارو، یادگیری چندنمونه­ای، ماشین بردار پشتیبان، سیستم­های دارویی.

1- مقدمه

با پیشرفت روز افزون تکنولوژی، امکانات زیادی جهت ایجاد نظرات توسط افراد در مورد رخدادها و اشیای گوناگون و در دسترس عموم قرار گرفتن آن­ها پدید آمده است. شبکه­های اجتماعی، بلاگ ها و ...نمونه هایی از این امکانات هستند. رشد روزافزون نظرات تولید شده توسط کاربران، منجر به ایجاد زمینه­ی تحقیقاتی جدید و رو به گسترشی در پردازش زبان طبیعی به نام عقیده کاوی شده است که هدف آن، تحلیل خودکار نظرات کاربران است. این زمینه­ی جدید پژوهشی، عقیده‌کاوی، نظرکاوی یا تحلیل احساس نیز نامیده می شود و دامنه­ی گسترده­ای از کاربردها از جمله، اقتصاد، سیاست، پزشکی، بازاریابی و ... را تحت پوشش خود قرار می دهد [1]. در زمینه ی علم دارو، تحلیل خودکار نظرات کاربران، امکان تحلیل تعداد زیادی نظرات افراد در خصوص کارایی و اثرات جانبی داروها را فراهم می کند که جهت بهبود سیستم های مراقبت دارویی بکار می رود.

در سال­های اخیر، روش هایی برای عقیده­کاوی با استفاده از تکنیک­های پردازش زبان طبیعی و یادگیری ماشین ارائه شده است. عقیده­کاوی در سه سطح سند، جمله یا جنبه می­تواند انجام شود. عقیده کاوی در سطح سند یا جمله، یک مساله دسته بندی متن است که هدف آن، پیش­بینی مثبت، منفی یا خنثی بودن کل نظر (در سطح سند) یا هر جمله ی نظر (در سطح جمله) است. عقیده کاوی در سطح جنبه، در سطح ریزدانگی بیشتری انجام می­شود. عقیده­کاوی در مقایسه با روش­های دسته­بندی متن رایج دارای چالش­های بیشتری است. کوتاه بودن متون، تنک بودن ماتریس داده استخراج شده از متن و وجود کلمات عامیانه از جمله چالش­های این مساله هستند. از چالش­های پیش­بینی تمایل موجود در نظرات، هزینه­ی بدست آوردن داده­های برچسب­دار در روش­های باناظر است. لذا پیشنهاد می­شود به جای رویکردهای باناظر که به صورت رایج در این زمینه اعمال شده­اند، از روش­هایی استفاده شود که نیاز آن­ها به برچسب داده­ها در مقایسه با روش­های باناظر کمتر باشد. روش یادگیری چندنمونه­ای (MIL) از رویکردهایی است که بدین منظور در ادبیات یادگیری ماشین پیشنهاد شده و بسیار مورد توجه قرار گرفته است [2].

در روش یادگیری چندنمونه ای، داده­های آموزشی در مجموعه­هایی که کیسه نامیده می شوند، قرار داده می­شوند و نظارت مورد نیاز در مرحله­ی آموزش از طریق برچسب کیسه­ها و نه تمام نمونه ها فراهم می­شود. نیاز به برچسب­گذاری تعداد زیادی داده در روش های باناظر، صرف هزینه و زمان زیادی را می­طلبد، روش­های MIL با استفاده از کیسه­هایی که نمونه­های برخی از داده­ها در آن­ها می­تواند نامشخص باشد، یادگیری را انجام می­دهند. بدین صورت، زمان و هزینه­ی مورد نیاز برای برچسب­گذاری داده­ها کاهش می­یابد. این روش­ها در سال­های اخیر در کاربردهای زیادی مورد توجه قرار گرفته­اند [3, 4]. تمرکز این مقاله روی یادگیری چندنمونه­ای نظرات کاربران در خصوص داروها در سطح سند است. از آن­جا که در رویکردهای باناظر عقیده­کاوی، ماشین بردار پشتیبان (SVM) به موفقیت خوبی دست یافته است [5, 6, 7] ، بهره­گیری از توسعه یافته­ی SVM برای MIL (mi-SVM) مدنظر خواهد بود.

 در ادامه، در ابتدا، دانش زمینه و پژوهش­های مرتبط به ترتیب در بخش­های 2 و3 بررسی شده و سپس در بخش 4 روش پیشنهادی شرح داده می­شود. روش ارزیابی و نتایج در بخش 5 آمده است و نهایتاً در بخش 6 جمع­بندی و نتیجه­گیری ارائه می­شود.

2- دانش زمینه

در این بخش روش یادگیری چندنمونه ای شرح داده شده و سپس مساله­ی بهینه­سازی SVM بیان می­گردد.

2-1- یادگیری چندنمونه ای

یادگیری چندنمونه­ای، نوعی یادگیری باناظر ضعیف است که در آن، داده های آموزشی در مجموعه هایی که کیسه نامیده می شوند قرار می­گیرند. اطلاعات برچسب کیسه­ها موجود بوده و برچسب نمونه ها در دسترس نیست. این شیوه یادگیری در سال های اخیر بسیار مورد توجه قرار گرفته است، از انجا که برچسب­گذاری کیسه­ها در مقایسه با برچسب­گذاری نمونه­ها هزینه­ی کمتری دارد. کاربردهای تشخیص شی، الگوریتم های تشخیص بیماری به کمک رایانه، پیش بینی تاثیر دارو، دسته بندی صدا و متن از کاربردهای مهم یادگیری چندنمونه­ای هستند [2].

در یادگیری به شیوه­ی رایج، فرض بر آن است که مجموعه داده­های برچسب­دار $(x\_{i},y\_{i})\in R^{d}×Y$ که به صورت مستقل از توزیع ناشناخته نمونه­برداری شده­اند در دسترس هستند و هدف، یادگیری تابعی $f:R^{d}\rightarrow Y$ است که دسته­بند نامیده می­شود. در این­جا تمرکز روی دسته­های دودویی است یعنی $Y=\{+1, -1\}$. یادگیری چندنمونه­ای تعمیم این شیوه­ی یادگیری است که فرض ضعیف­تری در مورد داده­های برچسب­دار دارد. در MIL، الگوهای ورودی در کیسه­هایی گروه­بندی شده و برچسب به هر کیسه (و نه به هر نمونه) نسبت داده می­شود. به بیان دقیق­تر، الگوهای $x\_{1},…x\_{n}$ ، در کیسه­های $B\_{1},…,B\_{m}$ ، $B\_{I}=\{x\_{i}:i\in I\}$ گروه­بندی شده­اند، $I$ مجموعه­ اندیس­های هر کیسه را نشان می­دهد و در حالت کلی، کیسه­های گوناگون با یکدیگر اشتراک ندارند ($I⊆\{1,…, n\}$). به هر کیسه­ی $B\_{I}$ یک برچسب $Y\_{I}$ نسبمت داده شده است. برچسب کیسه­ها به این صورت مشخص می­شود که کیسه­های منفی فقط شامل نمونه­های منفی هستند و در کیسه­های مثبت، حداقل یک نمونه با برچسب مثبت وجود دارد. در حالت کلی، رابطه­ی بین $y\_{i}$ و کیسه­ی دربرگیرنده­ی $x\_{i}$، $B\_{I}$، به صورت $Y\_{I}=\max\_{i\in I}y\_{i}$ یا با مجموعه­ای از قیود خطی به صورت زیر بیان می­شود:

|  |  |
| --- | --- |
| (1) | $$\sum\_{i\in I}^{}\frac{y\_{i}+1}{2}\geq 1, ∀I s.t Y\_{I}=1 , y\_{i}=-1, ∀I s.t Y\_{I}=-1$$ |

*یک تابع* $f:R^{d}\rightarrow Y$*، تابع جداکننده­ی MIL نامیده می­شود اگر با توجه به داده­های چندنمونه­ای، برای تمام کیسه­ی* $B\_{I}$ *شرط زیر برقرار باشد:*

|  |  |
| --- | --- |
| (2) | $$Sgn(max\_{iϵI}f\left(x\_{i}\right))=Y\_{I}$$ |

2-2- SVM

*SVM یک روش دسته­بندی باناظر مبتنی بر تئوری یادگیری آماری است که کاربرد موفقی در مسئله­ی عقیده­کاوی داشته است* [6, 8] *مساله­ی بهینه­سازی SVM استاندارد به صورت زیر است:*

|  |  |
| --- | --- |
| *(3)* | $\min\_{w,b,ξ}\frac{1}{2}\left‖ω\right‖^{2}+C\sum\_{i=1}^{m}ξ\_{i}$$$such that ∀i, 1\leq i\leq n : y\_{i}\left(<ω,ϕ\left(x\_{i}\right)>+b\right)\geq 1-ξ\_{i} , ξ\_{i}\geq 0 $$$, y\_{i}\in \{+1,-1\}$ |

راه­حل مساله­ی مذکور به صورت $f\left(x\right)=<ω,ϕ\left(x\right)>+b$ است، $<.,.>$ نشان­دهنده­ی ضرب داخلی است، $ω\in R^{d}$ بردار وزن و $ϕ\left(.\right):R^{d}\rightarrow R^{D}$ تابع کرنل[[1]](#footnote-1) است که جهت انتقال داده به فضای با ابعاد بالاتر، $D$، به امید یافتن یک ابرصفحه­ی خطی در آن فضا بکار می­رود. $b$ بایاس و $ξ\_{i}$ متغیر slack است. در این مقاله مجال پرداخت به جزئیات مربوط به کرنل و قدرت تعمیم SVM نیست، برای مطالعه­ی جزئیات به [9] مراجعه شود.

3-پژوهش­های مرتبط

در این بخش، ابتدا مرور مختصری روی روش های عقیده­کاوی در سطح سند داریم و سپس روش­های عقیده­کاوی اعمال شده روی نظرات مرتبط با دارو با تمرکز بیشتر بررسی می­شود. SVM، دسته­بند بیزین و بیشینه آنتروپی از روش­های اعمال شده روی عقیده­کاوی هستند [10].مشخصه­های تک گرام و دو گرام از جمله ویژگی­هایی هستند که جهت استخراج بردار از متن بکاررفته­اند. شبکه­های عصبی و SVM نیز روی دو مجموعه داده­ی متعادل و نامتعادل اعمال شده­اند و نتیجه­ی آن­ها از جنبه­های گوناگون با یکدیگر مقایسه شده است [11]. Tang یک بازنمایی معنایی مخصوص نظرات کاربران را پیشنهاد داده است و عقیده­کاوی در سطح سند را انجام داده است [12]. با توجه به ویژگی تنک بودن ماتریس­های بازنمایی­های رایج عقیده­کاوی بازنمایی تنک[[2]](#footnote-2) برای عقیده­کاوی پیشنهاد شده است [7]. پژوهش­هایی نیز در زمینه­ی یادگیری چندنمونه­ای جهت عقیده­کاوی انجام شده است [13, 14, 15].

عقیده­کاوی در کاربردهای گوناگون تاکنون اعمال شده هر چند، در زمینه­ی نظرات مرتبط با دارو پژوهش­های اندکی انجام شده است. اولین پژوهش در زمینه تحلیل خودکار نظرات در مورد داروها با استفاده از قوانین [16] و منابع واژگان احساسی [17, 18] از جمله [19] SentiWordNet است. منابع واژگان احساسی مجموعه­ای شامل لغات با بار احساسی مثبت یا منفی و امتیاز این لغات است. این امتیاز با توجه به نقش گرامری کلمات می­تواند متفاوت باشد. الگوریتم­های دسته­بندی باناظر موفق در زمینه­ی عقیده­کاوی شامل دسته­بندی بیزین ساده، درخت­های تصمیم، دسته­بند k-نزدیکترین همسایه و SVM از دسته­بندهایی هستند که جهت تخمین میزان قطبیت (مثبت، منفی یا خنثی بودن) پست­های توییت های مرتبط با سلامتی بررسی و مقایسه شده است [20]. Tanveer و همکاران از کیسه کلمات[[3]](#footnote-3) (BoW) برای بازنمایی نظرات استفاده کرده­اند [21]. Mishra و همکاران یک سیستم مبتنی بر ماشین بردار پشتیبان را جهت تعیین قطبیت نظرات مرتبط با دارو پیشنهاد داده­اند که از منبع واژگان SentiWordNet جهت امتیازدهی به توکن ها بهره برده است [22].

Gräßer و همکاران یک مجموعه داده از نظرات در زمینه­ی داروها را از سایت Drugs.com جمع آوری کرده­اند که شامل نظرات بیماران و متخصصین سلامتی در مورد داروها است [23]. آن­ها از رگرسیون لجستیک برای دسته­بندی این نظرات استفاده کرده­اند. یادگیری عمیق نیز در سال های اخیر، جهت دسته بندی نظرات مرتبط با دارو بکاررفته است [24]. ارائه­ی کدگذاری شده­ی دو مسیره از انتقال دهنده­ها[[4]](#footnote-4) از مدل­های معروف یادگیری عمیق است که کاربردهای زیادی در پردازش متن داشته است. این مدل جهت دسته­بندی نظرات مرتبط با داروها بکار رفته است [25]. معماری­های گوناگون یادگیری عمیق از جمله شبکه­های عصبی کانولوشنال، شبکه­های عصبی بازگشتی[[5]](#footnote-5) با حافظه­ی کوتاه مدت[[6]](#footnote-6) روی نظرات مرتبط با دارو اعمال شده و با یکدیگر مقایسه شده­اند [24]. بر اساس دانش نویسنده، تاکنون تاثیر یادگیری چندنمونه­ای بر این مجموعه داده بررسی نشده است.

4-روش پیشنهادی

هدف این مقاله، اعمال روش یادگیری چندنمونه­ای mi-SVM به داده­های نظرات مرتبط با داروها است. گام­های روش اعمال شده در شکل 1 آمده است. ابتدا توکن­ها که همان کلمات هستند از نظرات استخراج شده، سپس کلمات توقف[[7]](#footnote-7) از لیست کلمات حذف می­شود، این کلمات، کلماتی همچون to، the و ... هستند که زیاد تکرار می­شوند اما حاوی بارمعنایی خاصی نیستند. سپس، بردار ویژگی مربوط به هر نظر استخراج می­شود. برای این­کار از مشخصه­ی رایج فراوانی کلمات-معکوس فراوانی سند (tf-idf) استفاده می­شود که رابطه­ی آن به صورت زیر است:

|  |  |
| --- | --- |
| (4) | $$tf-idf\_{i,j}=tf\_{i,j}×log\frac{n}{df\_{i}}$$ |

$tf\_{i,j}$ *فراوانی عبارت (کلمه­) iم در نظر j م است و* $df\_{i}$ *فراوانی کلمه­ی iم در تمام اسناد (نظرات) است. به این ترتیب نظر iم به صورت بردار* $x\_{i}=(x\_{i1}, …,x\_{id})$ *بازنمایی می­شود که در آن* $x\_{ij}=tf-idf\_{i,j}$*، d، تعداد کلمات یا ابعاد هر نظر است. این داده­ها در کیسه­هایی که با یکدیگر اشتراک ندارند قرار می­گیرند و برچسب هر کیسه به این صورت مشخص می­شود که کیسه­هایی که تمام نمونه­های آن­ها برچسب منفی داشته باشند، برچسب منفی و کیسه­هایی که حاوی حداقل یک برچسب مثبت باشند، برچسب مثبت می­گیرند. نهایتاً روش mi-SVM روی این داده­ها اعمال می­شود. در ادامه، جزئیات این روش، ارائه می­شود.*



**شکل 1-** مراحل آموزش روش پیشنهادی

4-1- mi-SVM

*مساله­ی بهینه­سازی* SVM *برای* MIL*، به صورت زیر بیان می­شود:*

|  |  |
| --- | --- |
| (5) | $$\min\_{\left\{y\_{i}\right\}}\min\_{w,b,ξ}\frac{1}{2}\left‖ω\right‖^{2}+C\sum\_{i=1}^{m}ξ\_{i}$$$$such that ∀i, 1\leq i\leq n : y\_{i}\left(<ω,ϕ\left(x\_{i}\right)>+b\right)\geq 1-ξ\_{i} ,$$$ ξ\_{i}\geq 0$$ y\_{i}\in \{+1,-1\}$$\sum\_{i\in I}^{}\frac{y\_{i}+1}{2}\geq 1, ∀I s.t Y\_{I}=1 , y\_{i}=-1, ∀I s.t Y\_{I}=-1$  |

*در SVM استاندارد، برچسب نمونه­ها داده شده در حالی که در مساله­ی بالا، برچسب داده­های موجود در کیسه­های مثبت، ناشناخته است و بنابراین بهینه­سازی علاوه بر پارامترهای SVM استاندارد، روی برچسب داده­های آموزشی نیز انجام می­شود. قید دوم در مساله­ی بهینه­سازی مذکور، قید نشان دهنده­ی ارتباط برچسب کیسه­ها با برچسب نمونه­ها است. مساله­ی بهینه­سازی (4)، یک مساله­ی بهینه­سازی برنامه­ریزی عدد صحیح مختلط[[8]](#footnote-8) است. حل این مساله در مقیاس متوسط هم کارا نبوده و نیاز به استفاده از روش­های اکتشافی در حل آن است. یک روش رایج در حل این مسائل، بهینه­سازی متناوب در دو گام است: (1) با داشتن برچسب­های داده­ها، مساله­ی بهینه­سازی حل شود که در این صورت، مساله به یادگیری یک SVM استاندارد و بنابراین یک برنامه­نویسی چندجمله­ای[[9]](#footnote-9) کاهش می­یابد که به صورت کارا قابل حل است. برچسب داده­ها یا همان متغیرهای مخفی[[10]](#footnote-10)، برچسب داده­های کیسه­ی مثبت است که در این گام فرض شده آن­ها را داریم و (2) با داشتن پارامترهای ابرسطح SVM، مقادیر برچسب داده­ها جهت کمینه کردن تابع هدف محاسبه شود که شامل بروزرسانی برچسب* $y\_{i}$ *یک داده است. این دو گام تکرار می­شوند. برای اجرای گام (1) در اولین مرتبه، نیاز به مقداردهی اولیه برچسب داده­های کیسه­های مثبت است. برای این مقداردهی اولیه، می توان برچسب کیسه­های مثبت را مثبت در نظر گرفت. گام­های شبه­کد در شکل 1 نشان داده شده است. همانند SVM استاندارد، امکان بهره­گیری از کرنل روی داده­های ورودی است که می­تواند باعث قدرت تعمیم بهتر مدل شود.*

|  |
| --- |
| 1. *مقداردهی اولیه* $y\_{i}=Y\_{I}$ *به ازای هر* $i\in I$
2. *گام های زیر را تا زمانی که برچسب کیسه­های مثبت تغییر می­کند تکرار کن:*
* *مساله­ی بهینه­سازی SVM را با برچسب­های مشخص شده برای داده­ها حل کن.*
* *خروجی* $f\_{i}=<w,ϕ(x\_{i})>+b$ *را برای تمام* $x\_{i}$ *ها در کیسه­های مثبت مشخص کن.*
* *برای هر* $i\in I$ *در کیسه­های مثبت،* $y\_{i}=sgn\left(f\_{i}\right)$
* *برای هر کیسه­ی مثبت* $B\_{I}$*: اگر* $\sum\_{i\in I}^{}\frac{1+y\_{i}}{2}==0$ *،* $i^{\*}=argmax\_{i\in I}f\_{i}$ *و* $y\_{i}^{\*}=1$ *قرار بده.*
 |
| شکل 2- شبه کد mi-SVM |

5- ارزیابی

مجموعه داده­ی بکاررفته در این مقاله، مجموعه­ای از نظرات در مورد دارو است که از سایت Drugs.com بدست آمده است [23]. به هر نظر، امتیازی بین 0 تا 9 نسبت داده شده است که میزان رضایت بیمار از دارو را مشخص می­کند. مجموعه داده شامل 215063 نظر است. ایجاد کننده مجموعه­ی داده، نظرات را بر اساس نرخ رضایت کاربر به سه دسته منفی (دسته­ی صفر، نرخ کوچکتر مساوی 4، دسته­ی خنثی (دسته­ی 1، نرخ رضایت بین 5 و 6) و دسته­ی مثبت (دسته­ی 2، نرخ بزرگتر مساوی 7) تقسیم کرده است. ما زیرمجموعه­ای از این داده­ها شامل 3000 داده را به صورت تصادفی حاوی داده­های مثبت و منفی انتخاب کرده­ایم به نحوی که نسبت داده­های هر دسته برابر با نسبت آن­ها در مجموعه داده­ی اصلی است. بعد از توکنایز کردن و حذف واژگان توقف، کلمات متن (تک گرام ها) استخراج شده­اند و سپس tf-idf کلمات محاسبه شده­اند. جهت کاهش ابعاد ورودی و کارایی بیشتر، کلماتی که کمتر از 50 مرتبه در نظرات ظاهر شده باشند، حذف شده­اند. نهایتاً داده­ها در کیسه­هایی تقسیم شده و برچسب کیسه به عنوان ورودی به الگوریتم داده می­شود.

جهت ارزیابی مدل، ماتریس اغتشاش را به صورت زیر درنظر بگیرید:

|  |  |
| --- | --- |
|  | برچسب واقعی |
| برچسب پیش­بینی شده | منفی | مثبت |
| منفی | TN | FN  |
| مثبت | FP | TP |

ملاک­های ارزیابی عبارتند از: دقت (Accuracy) و F1 هستند که در رابطه­های (6) و (7) تعریف شده­اند.

|  |  |
| --- | --- |
| (6) | $$Accuracy=\frac{TP+TN}{TP+TN+FP+FN}$$ |
| (7) | $F1=\frac{TP}{TP+\frac{FP+FN}{2}}$ |

جهت مقایسه، روش پیشنهادی با روش SI-SVM که در واقع روش مبتنی بر یادگیری چندنمونه­ای نیست مقایسه شده است. این روش، مبنای مقایسه­ی روش­های یادگیری چندنمونه­ای در بسیاری از مقالات است [26, 27, 28]؛ بدین معنا که در صورتی که روش یادگیری چندنمونه­ای روی مجموعه داده­ای نتیجه­ای بهتر از این روش داشته باشد می­توان به این نتیجه رسید که یادگیری چندنمونه­ای برای مجموعه­ی مورد نظر مناسب است. با توجه به این­که براساس دانش نویسنده، تاکنون روش یادگیری چندنمونه­ای جهت دسته­بندی نظرات مرتبط با دارو بکار نرفته است، از الگوریتم SI-SVM به عنوان روش مبنا جهت ارزیابی روش پیشنهادی استفاده می­شود. در الگوریتم SI-SVM برچسب نسبت داده شده به هر نمونه، برچسب کیسه­ی آن است. سپس، اطلاعات کیسه در مراحل بعد در نظر گرفته نمی­شود و دسته­بند ماشین بردار پشتیبان استاندارد به نمونه­ها اعمال شده و برچسب نمونه­ها نهایتا مشخص می­شود. در صورتی که پیش­بینی برچسب کیسه مدنظر باشد، برچسب هر کیسه در صورتی که مثبت است که حداقل حاوی یک نمونه با برچسب مثبت باشد.

آزمایشات با دو اعتبارسنجی متقاطع[[11]](#footnote-11) تودرتو انجام شده است. اعتبارسنجی متقاطع درونی، مقادیر ابرپارامترها را از طریق جستجوی توری[[12]](#footnote-12) می­یابد و اعتبار سنجی متقاطع بیرونی، با بهره­گیری از پارامترهای مشخص شده، مدل را ارزیابی می­کند. کل این مراحل، 10 بار تکرار شده و نهایتاً میانگین و انحراف معیار نتایج در جدول 1 به ازای شش مقدار متفاوت برای تعداد نمونه­های هر کیسه گزارش شده است. همان­طور که مشخص است، نتایج بدست آمده بر اساس هر دو ملاک دقت و F1 کارایی روش یادگیری چندنمونه­ای را به ازای کیسه­های با اندازه­ی متفاوت تایید می­کند.

جدول 1- مقایسه­ی روش SI-SVM و mi-SVM روی مجموعه داده نظرات دارو

|  |  |  |
| --- | --- | --- |
| اندازه کیسه | SI-SVM | mi-SVM |
|  | Accuracy(%) | F1(%) | Accuracy (%) | F1(%) |
| 10 | 38/75(0.64) | 16/85(13/0) | **63/75****(63/75)** | **30/85****(30/0)** |
| 20 | 30/76(0.59) | 55/85(17/0) | **39/76****(73/0)** | **61/85****(5/0)** |
| 30 | 89/75(0.79) | 32/85(31/0) | **48/76****(65/0)** | **40/85****(26/0)** |
| 40 | 92/75(06/1) | 13/85(50/0) | **38/76****(22/1)** | **22/85****(51/0)** |
| 50 | 11/76(95/0) | 30/85(28/0) | **98/76****(89/0)** | **43/85****(26/0)** |
| 60 | 81/76(47/1) | 81/85(55/0) | **48/77****(46/1)** | **89/85****(52/0)** |

6- نتیجه­گیری

در این مقاله، روش یادگیری چندنمونه­ای مبتنی بر ماشین بردار پشتیبان روی مجموعه داده­های نظرات مرتبط با تاثیرات مثبت و منفی داروها اعمال شد. این روش، تعمیمی از ماشین بردار پشتیبان است که در آن برچسب داده­ها در مرحله­ی آموزش به صورت ضعیف­تر و در قالب برچسب کیسه مشخص شده است. جهت اعمال این روش به داده­های نظرات مرتبط با دارو، ابتدا نظرات که در قالب متن­های کوتاه و به صورت داده­ی بدون ساختار هستند به صورت بردار بازنمایی می­شوند. بدین منظور، مشخصه­ی آماری فراوانی عبارت-معکوس فراوانی سند از نظرات استخراج می­شود. سپس داده­ها در قالب کیسه­هایی گروه­بندی شده و داده­ها همراه با برچسب کیسه­ها به عنوان ورودی روش یادگیری چندنمونه­ای درنظر گرفته می­شوند. این روش با معیارهای دقت و F1 مورد ارزیابی قرار گرفته و نتایج بدست آمده، کارایی روش یادگیری چندنمونه­ای را در مقایسه با روش استاندارد یادگیری تایید می­کند. جهت پژوهش­های آتی، بهره­گیری از یادگیری چندنمونه­ای جهت عقیده­کاوی در سطح جمله و جنبه پیشنهاد می­گردد.
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*Abstract*— **An increasing growth in generating users' comments on the product or special event in social media and internet has led to the new field of research called opinion mining. The opinion mining has many applications in economics, politics, medicine, and so on. The purpose of the opinion mining is to analyze user comments, automatically. In the pharmaceutical field, automated analysis of user opinions about the efficiency and side effects of drugs are an important knowledge for enhancing the performance of pharmacovigilance systems. The prior works on opinion mining of drug sentiments are focused on learning supervised classifiers. Multiple instance learning (MIL) is a weakly supervised method, where data is grouped in bags and the bag label is used in the training instead of the label of each sample. The aim of this study is to apply MIL method to drug-related comments. In this paper, first, the term frequency-inverse of document frequency is extracted from comments and then the generalized support vector machine for MIL is applied to predict the label of the drug reviews. The evaluations performed on the benchmark dataset, Drug, based on F1 criteria and accuracy, confirm the performance of the proposed method compared to the standard method of support vector machine.**
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